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Abstract

The softmax function is a ubiquitous helper function, frequently used as a probabilistic link
function for unordered categorical data, in different kinds of models, such as regression, artifi-
cial neural networks, or probabilistic cognitive models. To fully understand the models in which
the softmax function occurs, different levels of understanding of the softmax function itself are
necessary. For input-output oriented models, like regression or neural network models, mathemat-
ical properties are crucial. For models with interpretable and meaningful internal representations
like probabilistic cognitive models, we also require a thorough conceptual understanding of the
motivation for using the softmax function (instead of something else). This tutorial provides an in-
depth exposition of the informal, mathematical and conceptual properties of the softmax function.
It also provides two mathematical derivations (as a stochastic choice model, and as maximum en-
tropy distribution), together with three conceptual interpretations that can serve as rationale for
using the softmax function in models that require explainability of modeling choices.

1 Introduction & overview

The softmax function is a ubiquitous helper function, frequently used as a probabilistic link function
for unordered categorical data. Within the Cognitive Sciences, it is commonly used in the context of
neural networks, regression modeling, or probabilistic cognitive models. Despite its prevalence, there
is often little concern about the rationale behind the softmax function or its mathematical properties.
As a results, the models in which the softmax function occurs may remain partially opaque. This is
perhaps less problematic, if unfortunate, for some areas of application (neural network or regression
modeling), but insufficient understanding of the softmax function can be a genuine problem in other
areas of application (such as cognitive modeling), as we will explain here.

The goal of this tutorial is to describe the softmax function in increasing level of conceptual and
mathematical detail, so as to enable a better understanding of the models in which it occurs. The
tutorial is structured so that readers with different demands can exit when their information needs
are satisfied. We recommend that all readers start with Section 2, which gives definitions and formal
notation for the rest of the paper. It is also highly recommended to at least skim Section 3, which
introduces a distinction between input-output (10) models and internally-meaningful (IM) models.
Depending on the kind of model readers are interested in, they may want to focus on different parts
of this tutorial. Readers mostly interested in IO models may want to solidify their understanding of
the softmax function in applied contexts, like regression modeling or neural networks, and therefore
find useful information in Section 4, which illustrates the workings of the softmax function based
on input-output relations (using plots and intuitions), and Section 5, which adds mathematical detail
by stating and proving key properties of the softmax function. For those readers working with (I0
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Figure 1: The softmax function takes a score vector s and a value of the softmax-parameter « as input
and returns a probability vector.

or IM) models which have an explicit and variable parameter, Section 6 provides some guidance on
the interpretation of specific numerical values of the softmax parameter, which is also important to
choosing priors when working with Bayesian models. Finally, readers who encounter the softmax
function as a stochastic choice function in IM models, e.g., as a stochastic choice function in abstract
models of decision-making in the context of cognitive models, psycholinguistics, computational so-
ciology, or behavioral economics, may also care about the conceptual motivation for this modeling
choice. To address this, this tutorial gives three different conceptual motivations (with accompanying
mathematical derivations) for the softmax function. Concretely, Section 7 characterizes the softmax
function as modeling sub-optimal, noise-perturbed decision making, where stochasticity enters due
to one particular kind of stochastic error. Section 8 motivates the softmax function as an optimal
choice of modellers who want to assume that choices are noise-perturbed, but want to remain maxi-
mally uncommitted about the nature of the noise. This interpretation is based on a formal result that
shows that the softmax distribution is a maximum-entropy distribution. Finally, Section 9 interprets
the same mathematical result in a different way, namely as an optimal tradeoff between exploration
and exploitation from a decision-making agent’s perspective.

2 Softmax basics: definition, notation & terminology

Formally, the softmax function is a mapping that takes a vector of scores s = (sy, ..., s,y and maps it
to a vector of corresponding probabilities p = {py, ..., pn), using the softmax (optimality) parameter
a to modulate the shape of the output distribution p (see Figure 1). The common use case for the
softmax function is to serve as a link function for unordered, categorical data. Given n discrete
outcome categories X = (X, ..., X,), we want a model that predicts how likely each category x; is. In
applications, outcome categories could be labels (Does this picture show a dog, a cat or a goldfish?
Is this text fiction, law, or science?) or actions of an agent (Will Bubu order pizza, pasta or salad?
How likely are participants to select option x; in a forced-choice experiment?). A model would then
be used to predict the outcome probabilities p; for each category x;.

A probability distribution p = (p1, ..., p,) over n (finite) categories must sum up to one: ; p; = 1
and requires that 0 < p; < 1 forall 1 < i < n. Yet, for technical or conceptual reasons, it is often
easier for a computational model to create a probabilistic prediction p by first, internally, constructing
a less constrained vector of scores s = (s1, ..., s,) which do not necessarily sum up to one and where
s; can be any finite real number (positive or negative).! The main use case of the softmax function is
then to map these non-normalized scores onto well-behaved probabilities. Section 3 will elaborate on
the interpretation of scores, which depends on the kind of application or model at hand.

'In some context, such as in machine learning, the scores are sometimes referred to as logits.



The definition of the softmax function is:2

exp (@ s;)

SM(S, CZ) =P, with: pi = m
J J

Authors often use a simpler notation, omitting the normalizing constant Z = };exp (« s;), to just
write:

pi o< exp (a s;)

The softmax function has a softmax parameter @ € R, which is sometimes omitted, i.e., implicitly
set to 1.> The softmax parameter & modulates the output probability in systematic ways. Intuitively,
the higher a, the more preferred (in terms of higher probability) will be options with higher scores.
(Section 4 explores the effects of @ on the output of the softmax function, Section 6 focuses on the
interpretation of particular values of @.) But whether we need « in the first place, depends on the
interpretation of the scores and the kind of model we have, which is the topic of the next Section 3.

3 Why care about the softmax function?

The softmax function is only one of infinitely many functions that map non-normalized scores onto
probability vectors. Other functions may have other mathematical properties and different conceptual
motivation. In order to fully understand the models in which the softmax function occurs, we must
understand enough of the softmax function to know how to use it in practice and interpret results that
we obtain with models that use it. However, different types of models and different researcher goals
may require different levels of understanding of softmax. To capture two prevalent ways in which
researchers apply models that use the softmax function, we distinguish between input-output (10)
models and internally-meaningful (IM) models and expand on each in turn.

IO models care only about making accurate predictions, e.g., for forecasting or decision making.
10 models do not strive to accurately model the data-generating process through their internal parame-
ters and computations. Their inner mechanics need not be interpretable or transparent and they do not
aspire to be explanations of phenomena behind the data to be predicted, such as causal mechanisms
of mental representations. Examples of 10 models are regression models and (deep) neural networks
used for engineering purposes (classification, forecasting, prediction etc.). Consequently, for IO mod-
els, it is usually not very important to ponder the conceptual interpretation of the softmax function.
What matters most are its technical properties. IO models will often generate non-normalized scores
s that are not intrinsically meaningful, but constructed, estimated or learned (from training data) to
get the right probabilistic predictions via softmax. Since scores s are conceptually unconstrained,
possibly freely estimated from the data, there is also no need to vary the softmax parameter a, which
is often just clamped to a fixed, arbitrary value (usually: @ = 1), thereby dispensing with any need
to understand what the softmax parameter does and how its values could be interpreted. In fact, if
the scores can vary freely and are just estimated from the data, as in multinomial regression or neural
network models for categorization, having @ as an additional free parameter during training would

2We write exp s; to mean e*, using the same bracketing and association rules as for the log operator. The softmax
function usually assumes the base e, but it can be expressed in terms of any base b > 0 if we compensate for this change
with adjustments to the & parameter (see Corollary 9 in Section 5).

3In some contexts, this parameter is also sometimes referred to as “optimality parameter” or “rationality parameter.”
Some authors use the inverse of «, frequently denoted as 7, and refer to it as “temperature.”



make the model overspecified (see Fact 8 in Appendix A). In sum, for IO models, what matters most
are the formal properties of softmax covered in Sections 4 and 5.

IM models, on the other hand, are intended to be evaluated not only based on accurate prediction
of (some aspect of) the data, but their inner mechanisms are supposed to be meaningfully interpretable
and transparent, so that they may function as explanatory models of a phenomenon of interest. Exam-
ples of IM models are probabilistic cognitive models (Lewandowsky & Farrell, 2011; Lee & Wagen-
makers, 2015) or agent-models in multi-agent simulations, game theory or population dynamics (Go-
eree et al., 2008; Sandholm, 2010). Requiring internal interpretability, IM models should care about
the conceptual justification of the softmax function: after all, for a particular use case and the phenom-
ena to be modelled or explained, a different mapping from non-normalized scores to probabilities may
be more appropriate than softmax. Moreover, IM models may use internal parameters, including the
non-normalized scores, which are independently meaningful (e.g., interpretable as expected utilities
of a decision maker). If so, they are not unconstrained, so that estimation of the softmax parameter
a becomes important, and so does the question of how to interpret values of the softmax parameter.
Consequently, Section 6 builds on results from Section 5 to enlarge on the interpretation the softmax
parameter. Subsequently, Sections 7, 8, and 9 cover three possible conceptual interpretations of the
softmax, based on two mathematical derivations.

4 Softmax by 1/0

The softmax function takes two inputs, the scores s and parameter «, and returns a probability vector
p (see Figure 1). To better understand what softmax does, let us explore how different inputs change
the output.

Simple I/O. Our first example (see Figure 2) assumes that there are ten outcomes x = {(x1,..., X19)
(e.g., food items on a menu) associated with a vector of scores s = (sy,...,s1p) (e.g., the agent’s
preferences for each of these choices). Higher scores s; are associated with a higher preference for the
choice x;. Figure 2 shows that the probability vector returned by the softmax function maps higher
numerical scores to higher probabilities. In other words, the mapping from scores to probabilities is
monotone increasing (for @ > 0). Consequently, the highest probability is assigned to the outcome(s)
with the highest score. Moreover, we see that the mapping is non-linear. This is because the scores are
input to an exponential function, which is a non-linear operation. We see non-linearity in the example
by noticing that the score difference between the first and second highest scoring options is 1, while
that between the second and third highest-scoring option is 2. Nevertheless, the probability difference
between the first and second option is bigger than that between the second and the third. (We will see
later that non-linearity is a result of a conceptual motivation behind softmax, namely that differences
between scores should correspond to probability odds, not probability differences.)

Changing @. The rows in Figure 3 show the effect of changing the softmax parameter « for fixed
scores. Generally speaking, the parameter o shapes the form of the probability distribution p by in-
creasing or decreasing, respectively, the ratios between higher and lower scoring options. Increasing
values for @ makes higher-scoring options increasingly likely relative to lower-scoring options, ulti-
mately approaching the output of the argmax function as « approaches co. In the penultimate row in
Figure 3 we see that already increasing to @ = 5 results in a probability vector that places almost all
probability mass on the single top-scoring outcome, at least for the score vectors in the left and middle
column. At @ = 0, any information contained within the scores is lost due to their multiplication with
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Figure 2: Example of the mapping between scores and probabilities under application of the softmax
function with @ = 1 and a vector of scores s = (s, ..., s10) = (-5, -4, =2, 2, 2.3, 2.7, 3, 7, 9, 10).

0, so that the result is a uniform probability distribution over outcome categories, as shown in the
middle row in Figure 3. Finally, for values of @ < 0, the softmax function puts increased emphasis
on the outcomes with the lowest score, resulting in a probability distribution p that favors outcomes
which minimize the score. An example for @ = —1 is given in the last row of Figure 3. Negative
values of @ results in output that puts higher probability on outcomes the lower their scores are, i.e.,
as if we tried to minimize scores.. As a approaches —oo, the output of the softmax function approaches
the output of the argmin function. However, most often the range of « is restricted to non-negative or
even positive values for technical or conceptual reasons.

Changing scores. Let us finally also explore how the output probabilities depend on properties of
the input scores when keeping « fixed. The key to understanding how scores affect the softmax output
is: the only thing that matters are differences between scores (see Fact 2 in Section 5). This
observation has important consequences. First, if we add the same number to all scores, the output of
the softmax function remains unchanged (see Fact 6 in Appendix A). This is shown in Figure 3 in the
left and middle column. A consequence of this is that, even if all scores are negative, all probabilities
pi in the resulting probability vector p are positive and sum up to one (see Fact 1 in Section 5). Second,
the softmax function is not invariant to multiplicative transformations of the scores. This is because
multiplication with a positive constant change the relative differences between scores s; and s; (see
Figure 3 left vs. middle column). The latter, in particular, means that the softmax function is not
invariant to transformations like the standardization of scores. Multiplicative score transformations
can, however, be recovered by dividing the optimality parameter « by the same constant (see Fact 8
in Appendix A).

S Properties of the softmax function

This section covers important properties of the softmax function in some technical detail. As men-
tioned in the previous section, the most important observation that will help unlock a better under-
standing of the softmax operation is that what matters to output probabilities are the differences be-
tween input scores (Fact 2).
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Figure 3: Examples of the output from the softmax function under different transformations of scores
(columns) and different values of softmax parameter «. The three columns are different score vectors.
The middle is obtained by adding 5 to each score in the vector on the left. The right score is obtained
by multiplying the left scores with 0.25.



Well-behaved output for well-behaved input. To start with, let’s reassure ourselves that the soft-
max operation is well-behaved in the sense that it yields positive probabilities p; > 0 for all input
scores (as long as there are finite outcome categories and all scores are finite).

Fact1. Lets = (sy,...,s,) be a finite-length vector where all s; are finite. Then p = SoftMax(s; a)
is a probability vector with positive probability for all outcome categories, i.e., i p; > 0 for all and
Z?:] pi=1.

A proof of Fact 1 is in Appendix B, as are the proofs for all other formal results to follow.

Defining probabilities through odds ratios. Any finite probability vector p = {(py,..., pn) over
n categories can be fully determined in terms of just n — 1 real numbers. Since probabilities must
sum up to one, it suffices to give, for example, just the probabilities pj, p3, ..., pn, since the missing
number p; can be retrieved as p; = 1 — p» — p3 — ... — p,. Indeed, an n-place probability vector
can also be fully specified in terms of n — 1 odds. The odds in favor of option i over option j are
the fraction of probabilities ri/p;. The probability vector p = (p1,..., p,) is fully determined, for
instance, via the sequence of odds »i/p,, Pi/ps, ..., P1/p,. For example, in multinomial regression the
choice probabilities for n categories are usually determined in terms of n — 1 log-odds with respect
to a single fixed reference category. One way to think of the softmax function is to fix how exactly a
vector of scores translates into a sequence of odds, like »1/p,, P1/ps, ..., P1/p,.

Softmax defines odds in terms of score differences. Here is a simple mathematical result that helps
understand many conceptual and technical aspects of the softmax function.

Fact 2. If p = SoftMax(s; @), then the odds »i/p; are a direct function of score differences s; — s,
namely: 7i/p; = exp (@ (s; — 5;)).

This observation invites us to look at softmax as a function that determines, first and foremost,
how differences between scores map onto probability ratios (odds), which in turn define the whole
probability distribution (as explained above). This has implications for how to think of the scores
themselves. If we use softmax, the absolute value of scores does not matter, only the differences do.
So, adding or subtracting a constant to all scores does not change anything (see Fact 6 in Appendix A),
but multiplying all scores with a positive number (other than one) will (Fact 7 in Appendix A). Con-
ceptually, this means that scores are not meaningful in absolute terms, but only relatively, through
their differences.

Moreover, Fact 2 highlights that the odds »i/p; only depend on the scores assigned to options i and
J, but not the scores assigned to any other alternatives. This is the sense in which the softmax operation
assures that odds of options x; and x; are independent of the presence, absence or score of alternatives
x¢ (k # i, k # j).* This independence property is conceptually and technically important in different
ways for different areas of application of the softmax function. For a cognitive model, for example,
if scores represent accumulated evidence for different categories, it is intuitive to assume that relative
choice probabilities for two options x; and x; do not depend on the accumulated evidence in favor
of any third alternative x;. For a data-driven model, like a multinomial regression model or a neural
network classifier, if we want to learn a target distribution over categories, then seeing training data
that make us adjust the relative probability between x; and x; should ideally involve “local changes™

“Notice that other mappings from (positive) scores to probabilities, like a power function or a linear function, do not
have this property.
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Figure 4: If there are only two outcome categories, the softmax probability of option x; is a logistic
function of the score difference s; — s;. The softmax parameter a scales the steepness of the curve,
where higher « yields steeper curves. The limiting case of @ = 0 yields indifferent choice (ignoring
the scores), and that of oo — oo a sharp step function (choose the higher scoring option always).

to internal scores of only those two options, without thereby altering the odds of unrelated options x

and x;.

Example with two outcome options: Relation to logistic function. A simple example for thinking
about softmax in terms of odds is the special case where we only have two outcome categories n = 2.
In this case, we only need a single number, like the probability p; of a reference category x;, to
determine the outcome probability vector. For n = 2, the softmax function “reduces to” the logistic
function, so speak. Concretely, with n = 2 the probability p; of option x; is given by the logistic
function of the difference in score between x; and x; (i # j).

Fact3. When n = 2, the softmax probability p; is given by a logistic function of the score difference
- . — 1
d=si—sjpi= T+exp(—ad)*

Figure 4 shows examples of the choice probability for the case of n = 2. The plot shows the
S-shaped curve for choice probabilities as a function of score differences, and the way in which the
softmax parameter modulates the steepness of this S-curve.

Further properties. We refer the more technically minded reader to Appendix A, where we list
further properties of the softmax function that would take us too far into the weeds for the purpose of

this tutorial.

6 Interpreting values of the optimality parameter

This section considers different ways of making sense of numerical values of the optimality parame-
ter. This is usually only relevant when dealing with models in which the optimality parameter is free



to vary and, ideally, the scores are interpretable (even if other parts of the IO model are not). When
modeling goals make it relevant, interpretability of @ can be important in at least two ways: (i) for
interpretability across different models or data sets, e.g., for interpreting model fits (Bayesian poste-
riors or point-estimates, like MLE) for different models, or for the same model for data from different
populations; and (ii) for interpretability within a single model and data set, e.g., for specification of
reasonable constraints on the optimality parameter, such as priors in Bayesian modeling.

This section suggests two routes towards a better understanding of @. The first route builds on the
observation expressed in Fact 2, that it is score differences that matter to softmax predictions. Based
on this idea, we consider three questions one can ask about the values of a: (i) how to interpret a
single, fixed value of @ (e.g., as returned by a point-estimate after parameter estimation); (ii) what
difference it makes to either use a| or a;; and (iii) how to choose priors for optimality parameters in
Bayesian data analysis. The second route to interpreting « is more holistic in that it is based on the
average score entailed by or the entropy associated with the softmax distribution.

Optimality parameter as log-odds ratio under unit score difference. We saw in Section 5 (Fact 2)
that what determines softmax probabilities are differences between scores: Ip)—; = exp(a (s;— s;)). This
observation provides an intuitive interpretation of the optimality parameter « in terms of the log-odds
given a unit score difference. A unit score difference is a case where s; — s; = 1. For such a case we
have:

Di

;j = exp(a (s; — sj)) =expa

Consequently, « gives the log-odds under a unit score difference:

cyzlogﬁ

Dj
For example, say that we have options x; and x; whose scores differ by 1, i.e., s; — s; = 1. Say further
that we find that a maximum likelihood fit yields & = 5. With & = 5 o; is predicted to be chosen with a
probability that is exp(5) ~ 150 times larger than the probability of 0;. Whether such an estimate of a,
is to be judged large or small depends on whether a unit difference in scores itself is to be interpreted
as large or small, which depends on the application at hand. If score differences are not interpretable,
using the holistic strategy of interpretation introduced below might be more informative.

Interpreting differences between optimality parameters. To understand the difference between
two optimality parameter values, we compare SoftMax(s; @) against SoftMax(s; a’) by looking at the
factor f = QE by which o’ differs from « and note that:

Ilj_; = exp (oz (si_sj))

{ 1
p_j = exp (a/ (Si_sj)) = exp (f a (Si—s.j)) = [CXP (CY (Si—Sj))]f = [&]
P; "

In words, if the optimality operator increases by a factor f, the odds of choosing x; over x; (s; > s; )
increase by the power of f.

For example, suppose you obtain a maximum-likelihood estimate of &) for the data from an online
experiment, and @, for the data from the same experiment executed in the lab. Assume further that
a» is twice as large as @;. We can interpret this, following Fact 10, as follows. The probability vector



p:1 predicted by @) has to be scaled by a power-law transformation function with power parameter g—f
to obtain the vector p, which is predicted from softmax with p,. Whether this can be interpreted as
large or small would again depend on which magnitude of score differences would count as large or
small in the current application.

Prior distributions over «. If we interpret «, in line with Fact 2, as the log odds, log 117)_;’ for a unit
difference in scores s; — s; = 1, a natural choice of family for a prior on the optimality parameter
in Bayesian data analysis is a log-normal distribution (or any other log-something distribution). The
mean of the log-normal prior distribution would correspond to the modeller’s prior assumption about
the expected log odds for a unit difference in scores. The variance of the log-normal prior distribution
should be chosen based on the modeller’s uncertainty about the log odds for a unit difference in scores.
When choosing the variance, guidance is provided by the previous result that increasing « by a factor
of f increases odds by the power f. The picture becomes more complicated when the scores are not
fixed in advance but hinge on other model parameters. In that case, priors should always be chosen
“holistically” and in light of the plausibility of the entailed prior predictive functions (Schad et al.,
2021).

Holistic interpretations of @. Let us also consider a completely different approach to making sense
of values of a. If we fix s and consider p = SoftMax(s; @), the functional role of « is to modulate
the softmax probabilities p. Consequently, we can also make sense of a-values by looking at suitable
numerical values associated with p, i.e., by some function F(«@) € R. This approach is holistic in the
sense that it tries to make sense of @ based on the whole distribution p, rather than just in terms of
comparing the odds of two options. Ideally, the function F has some practically useful properties, like
being monotonic, and relates to intuitively meaningful concepts.

A useful choice is the expected score, ¢ = p - s, and the negative entropy, where entropy is defined
as H(p) = — X; pilog p;. These metrics are especially useful when scaled so that the zero-value is
associated with the probability vector obtained for the case of @ = 0, and the one-value associate with
the limiting result for @ — oco. In this way, we obtain holistic metrics quantifying the effect of @ on
a closed scale that can be interpreted to range from, intuitively speaking, zero optimization (totally
random choice) to maximum optimization. The top row of Figure 5 shows the functional relationship
between a and the (scaled) expected scores, the bottom row shows the resulting (scaled) negative
entropy of the softmax distribution, for two different vectors of scores (which reoccur in the example
in Figure 8).

Based on a holistic interpretation, modellers can interpret a given value of @ as a “degree of
optimization.” For instance, the examples in Figure 5 show that to approach the fully optimal (arg-
max) policy, larger values of « are required for Bo (right-hand side of Figure 5) than for Alex (left-
hand side). Plots of this kind can be used to find which values of @ would count as an expected
degree of optimization, e.g., to inform the choice of the mean of a Bayesian prior, and we can inspect
how changes in a lead to changes on this scale (such as to inform the variance of a Bayesian prior).
Unfortunately, while the mapping from « to average score is straightforward to calculate, the inverse
does not have a simple mathematical solution. Nevertheless, an arbitrarily close approximation can
be obtained with numerical estimation (see example R code in Appendix C).
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Figure 5: Examples of the relation between softmax parameter a and the (standardized) expected
score achieved by the softmax policy for the given a (top row), as well as the (standardized) negative
entropy of the softmax policy (bottom row). Values are scaled to be zero for the expected score under
a = 0, i.e., when choices are uniform at random. Values are scaled to be one for the softmax policy
resulting from @ — oo, i.e., when decisions approximate the arg-max function. The plots show how
the interpretation of @ depends (holistically) on the scores: for some cases it can be easier to achieve
high average scores of negative entropy with lower values of a.

7 Softmax as the outcome of noise-perturbed selection

When dealing with internally-meaningful (IM) models, the conceptual interpretation of all model
ingredients matters, including that of the softmax function. modellers therefore might need to justify
why the model contains softmax and not some other function mapping scores onto probabilities.
In this and the two following sections, we provide three different conceptual interpretations of the
softmax distribution, which yield three different rationales for its use. In this section, we give a
mathematical derivation that supports a possible mechanistic interpretation of the softmax function,
namely as the distribution resulting from errors in the computation or assessment of the scores. Under
this interpretation, the softmax function implements the assumption that a choice process is
approximate, sub-optimal, or error-prone.

Concretely, the distribution which is returned by the softmax function can be derived as the prob-
ability distribution entailed by a stochastic choice mechanism, in which the choice of outcome x; is
optimal (an x; with the highest score is chosen), but in which the scores themselves are “wiggled”
or “noise-perturbed” each time a decision has to be made (Luce, 1959; Train, 2009). Given specific
choices about the probability of the “wiggles,” we can derive the output of softmax function as the
expected choice frequencies. Figure 6, to be unpacked below, illustrates this process.

Let’s think of x, .. ., x,, as an agent’s available choice options (actions), each with a score s1, ..., s,
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which tells us how good each choice is. The agent in question could be a human decision maker (mak-
ing perceptual or economic decisions), but it could also be an abstract system “choosing” a category
based on the objective to maximize the score. An optimal (or rational) agent would always only
choose x; if 5; = max; s;, so an optimal agent would maximize the score perfectly. But let us now
assume that there is room for imperfection. Mistakes happen. But it’s not the case that all mistakes are
equally likely. An agent is more likely to choose a suboptimal option whose score is almost maximal
than to choose a suboptimal option which is far worse. Essentially, this leads to the desire to formulate
probabilistic choice rules such that the probability p; of choosing x; is higher the higher its relative
score is (Luce, 1959; Train, 2009). The softmax choice rule can be derived as the probability p; that
an agent chooses x; as the best choice from a noise-perturbed representation s/, ..., s, of the scores,
where s; = s5; + €; and all €; are independently and identically distributed random noise perturba-
tions of the actual scores of the available options. In other words, each time the agent chooses from
X1,..., Xy, they choose x € arg max(s; + €;) for a vector of errors € = (e, ..., ) which are sampled
anew every time a choice is made (see Figure 6).

To derive the softmax function, we must make specific assumptions about the probability distribu-
tion from which each € is sampled. Concretely, we assume that the error terms €; come from a Gumbel
distribution with location u = 0 and scale parameter 8 > 0 (see proof of Fact 4 in Appendix B for a
definition of the Gumbel distribution), in order to derive the following:

Fact 4. The softmax distribution p = SoftMax(s; @) is the expected choice probability if outcome
categories are selected based on maximization of noise-perturbed scores s’, where each s} = s; + €; is

obtained by adding an iid sample ¢; from a Gumbel distribution with location u = 0 and scale 8 = é

Figure 7 gives examples of the probability density function of Gumbel distributions for different
values of @ = é The plots show that the error assumed in this derivation has a certain structure,
namely that larger positive values for € are more likely than very small negative ones. This means
that a model that contains the softmax function and interprets it as the result of stochastic errors, as
described here, commits itself to a rather specific sort of error. However, this assumption is necessary
to obtain a result like Fact 4; a similar result is not derivable, for example, under the assumption that
error terms are normally distributed (Train, 2009).

In sum, the derivation of softmax presented in this section tells us that there exists at least one
way of justifying the softmax function in terms of a specific “noisy process model.” This derivation
must make rather specific assumptions about the nature of the assumed noise perturbation (additive
trembles, iid-sampled from a specific distribution, namely a Gumbel distribution). This gives rise to
two questions: First, what should we do if we have more specific domain knowledge about a likely
noise process that adds “trembles” or stochasticity to the modelled choice process? — Here, the
ideal situation would be to model the noise process directly because this makes for a more robust
and empirically testable model. Second, what if have no (strong) prior conceptualization of how
stochasticity in choice might arise? What if, specifically, we have no a priori reason to believe that the
iid-additive Gumbell trembles are a reasonable or salient model of stochasticity in the choice process?
— In this case, you might still want to use the softmax function, because it is not only compatible
with the iid-additive Gumbell model, it is also, in a sense, the most neutral, or least specific model of
stochastic trembles. This is the topic of the next section.
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(as shown in column 4, where the actual scores are indicated with slimmer black bars). Based on the
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choices so far. In the limit, as shown in approximation for 1000 trials in the last row, this frequency
distribution approaches the softmax distribution.
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Figure 7: Examples of Gumbel probability density with location i = 0 and different values for 5 = /a.

8 Softmax as optimal choice if error source is unknown

This section shows that the softmax function is a maximum entropy distribution (for certain con-
straints), so that it is arguably a natural go-to option in the absence of strong prior knowledge of the
noise processes that might affect the probabilities to be modelled. The previous section showed that
softmax is a motivated choice if we want to model a noisy decision process, and if we are willing to ac-
cept, at least for practical purposes, a specific assumption about the origin of stochasticity. The result
presented in this section can be interpreted as suggesting that we can think of the softmax function
as the most neutral, or least assuming, model of a stochastic choice process with unknown error
source.

Let us start with some motivating examples. Consider the following score vector for a three-way
choice of Alex (see Figure 8):

sl =¢0,1,1)

Alex uses a stochastic choice policy p!4], but you do not know which. Suppose that you knew or rea-
sonably assumed for some purpose that the average score under Alex’s choice policy, when repeatedly
choosing one of the three options, is pl4! - s!4! = 0.75. There are infinitely many stochastic policies
that would achieve an expected score of 0.75, but they are not all equally “neutral” or “unassuming.”
For example, two choice policies that yield the average score of 0.75 for Alex are these:

p11 = (0.25,0.75,0) p4? = (0.25,0.375,0.375)

In p4!1 Alex never chooses option 3, but chooses option 1 with probability 0.25 and option 2 with
probability 0.75. In p!4?! Alex chooses option 1 with probability 0.25 and options 2 and 3 with
probability 0.375 each. A function which yields p!4-!! for Alex’s scores clearly makes rather specific
assumptions about Alex choice processes which are not apparent just from the scores. In other words,
if the scores are the only thing that we know about what influences Alex’s (possibly noisy) choice
process, stipulating p4!! seems unwarranted: where should the difference between options 2 and
3 come from when it is not in the scores? On the other hand, the policy p!? does not seem to
make any such additional assumptions about Alex’s choice process. In fact, it is easy to see that
it is the only three-place probability vector which (i) yields the fixed average score of 0.75 and (ii)
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Figure 8: Two different stochastic choice policies for each of two score vectors. All pairs of scores
and choice policies have an expected score of 0.75. Although there are infinitely many stochastic
choice policies that yield a fixed expected score (see the left side on each panel), the softmax rule
(on the right of each panel) always yields a “neutral” or “unassuming” choice policy corresponding
to the maximum entropy distribution that generates the given average score. (Values for the softmax
function that achieve the expected score of 0.75 are @ =~ 0.41 (left) and @ = 1.67 (right).)

assigns probabilities to choice options that respect the underlying scores (higher score yields higher
probability; equal score yields equal probability). It is in this sense that p!4-?! is the more “neutral”
or “unassuming” model for Alex’s stochastic choice policy. Indeed, as we will see below, p!4-2! is the
maximum entropy distribution satisfying the constraint that average scores equal 0.75 and p!4-?! is the
only distribution that results from the softmax rule that yields the average score of 0.75.

Let us also briefly consider a second example. Suppose that Bo’s scores are these:

stBl = ¢0,0.5,1)

Bo uses a stochastic choice policy p'®!, but you, again, do not know which. Let’s assume that Bo,
too, has a known average score of p!8! - s!8l = 0.75. In this case, there are infinitely many stochastic
policies which yield this average score and also satisfy the constraint that they assign probabilities to
choice options that respect the underlying scores (higher score yields higher probability; equal score
yields equal probability). For example, the following two policies of Bo’s meet both requirements;
again, see Figure 8 for an illustration:

p!®1 = (0.15,0.2,0.65) pt?? % (0.116,0.269,0.616)

The first vector p!®!! is an example that was chosen arbitrarily for illustration. The second vector p!5-!
is the prediction of softmax for a = 1.66823, the unique real-valued o that satisfies SoftMax(s'®]; @) -
s!Bl = 0.75. Unlike for the case of Alex, it may not be clear which one of these stochastic choice
policies is more or less “neutral” or “unassuming.” It depends on what we mean by these terms.
One salient contender for filling in the blank is information theory. The entropy of a (categorical)
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distribution p is defined as:

H(p) = - ij log p;
j

In words, entropy measures the expected surprisal for an agent with beliefs p if outcomes indeed occur
with probabilities described by p. Therefore, if we —as modellers— would like to minimize surprisal
on average in the stochastic policies that we ascribe to a process of decision making, we best select a
distribution that maximizes entropy (i.e., minimizes modeller’s surprisal on average). The entropy of
the two candidate policies in the running example are:

H(p'Bl) ~ 0.887 H(pBH) ~ 0.901

So, from the two candidate policies that both yield the same average score, the softmax policy has
higher entropy and is therefore “more neutral” or “less assuming” in an information-theoretic sense.

Indeed, it is provable that, in general, softmax yields the maximum entropy distribution for a
given value of the expected score. Assume that we know the scores s = (s1,..., s,) and we know the
expected utility ¢ = p - s. We don’t know anything else about p = (p1, ..., pn), except that }; p; = 1.
Then we can prove:

Fact 5. Softmax(s; @) is the maximum likelihood solution for p under constraints ¢ = p - s and
2ipi=1

In sum, this result tells us that the softmax operation yields probability distributions which are,
in a particular sense, neutral or unassuming. Consequently, we can motivate the choice of softmax in
a model by saying that this is what researchers should optimally choose if they assume that choices
are stochastic, but have no idea about, or do not want to make any commitment regarding, what the
underlying error source could be, and want to otherwise remain as neutral as possible. As with the
result presented in Section 7, this interpretation is itself not unassuming, because it requires that we
accept that information-theoretic entropy is a good formalization of the relevant notion of “neutrality.”
This interpretation also puts particular emphasis on the constraint necessary to derive Fact 5, namely
that the expected score is meaningful to the researcher. To address these issues, the following section
looks at a completely different conceptual interpretation of the mathematical result presented in Fact 5.

9 Softmax as optimal balance between exploration and exploitation

The previous two interpretations of the softmax function were anchored in the idea that stochasticity,
i.e., potential deviance from the @ — X prediction, are sub-optimal or errors. This line of interpretation
assumes that everything that matters to evaluating the goodness of a choice is captured in the scores,
which are immutable. However, several converging lines of research plead for more nuanced pictures
of “optimality,” to also include representation and computation costs in the form of bounded rationality
(Simon, 1959) or resource-bounded rationality (Lieder & Griffiths, 2019). Other work stresses long-
term adaptive or ecological rationality, possibly also taking a changing environment into account (e.g.,
Anderson, 1990; Chater & Oaksford, 2000; Hagen et al., 2012; McNamara, 2013). In this general
line of thought, we may think of the softmax function as realizing an optimal tradeoff between
exploitation and exploration.

Consider decision-maker Alex in Figure 8, with the scores s = {0, 1, 1} for three choice options.
The minimum score that Alex can attain is 0, the maximum is 1. If Alex wants to score minimally,
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there is only one thing to do: choose the first option. If Alex wants to score maximally, well, there
are infinitely many stochastic choice protocols that serve. One of them is the maximum entropy
distribution (for the aspired expected score of 1) where Alex chooses options 2 and 3 with equal
probability. Is there anything special about this stochastic choice protocol from the point of view of
ecological rationality? — Yes! Suppose that Alex makes repeated decisions in a variable environment,
where scores can change over time. To detect changes in scores (and therefore exploit them quickly),
it is —intuitively speaking— wise to play “maximally random” for a given desired expected outcome.
Since similar considerations also apply to cases where Alex aspires to less than an average score of 1,
this provides at least an informal, intuitive, rationale for the use of the softmax function.

In sum, rather than assuming that it is the modellers’ expectation for a particular score, and the
modellers’ uncertainty about the error source that grounds the mathematical result reported in Fact 9,
we can also adopt the agent perspective: if an agent wants to realize a fixed expected score, but also
wants to hedge their bets maximally in the face of a dynamically changing world, then, if we assume
that information-theoretic entropy is a good formalization of “playing as randomly as possible,” we
can motivate the softmax function as the optimal balance between exploitation (obtaining a fixed
expected score) and exploration (using a choice policy that maximizes entropy).

10 Summary & conclusion

To sum up, the softmax function is frequently used in different kinds of models. To understand the
models in which the softmax function occurs, at least an understanding of the input-output behavior
of the softmax function is necessary. Knowledge of some mathematical properties helps better under-
stand this input-output behavior, most notably the observation that softmax probabilities are really a
function of differences between scores. Formal properties of the softmax function also help to inter-
pret the o parameter, for which this tutorial suggested two perspectives: one in terms of (log) odds
for unit differences in scores, and another, more holistic, in terms of either (scaled) expected scores or
(scaled) negative entropy, both of which yield metrics that can be intuitively interpreted as “degree of
optimization.”

The tutorial introduced a distinction between what we called input-output models and internally-
meaningful models, where the latter, but not necessarily the former, require explainability of all model
ingredients, including the softmax function. Three different conceptual interpretations of the softmax
function were offered, each of which may justify its use in a given situation. Concretely, we char-
acterized the softmax distribution as either: (i) the expected choice distribution if choices are noise-
perturbed in a particular way, (ii) the most neutral assumption about stochastic noise-perturbed choice
if the specific error distribution is unknown, and (iii) the optimal tradeoff between exploitation and
exploration. None of these interpretations are free of controversial assumptions. We must either as-
sume particular error-distributions, or that information-theoretic entropy is the right formalization of
intuitive concepts like “neutrality” or “exploration.” Whether this is (approximately) correct for any
particular modeling situation is something the modellers and the receiving community have to assess
critically on a case-by-case basis.

A More formal properties of softmax
Invariance under addition. Since softmax probabilities are a function of the differences between

input scores, adding or subtracting the same number from all scores should not change the softmax
outcome:
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Fact 6. Softmax is invariant under addition: for all a € IR, SoftMax(s; @) = SoftMax(s + a; @).

Non-invariance under multiplication. If we multiply all scores with the same factor a # 1, this
does affect the softmax probabilities, expect in special cases.

Fact7. Softmax is not invariant under multiplication: if a € R > 0 is a constant, then SoftMax(s; @) =
SoftMax(a s; @) only in trivial cases, namely if @ = 0,a = 1 or 5; = s; for all i and ;.

Adjusting @. Even though, by Fact 7, softmax is not invariant under multiplication of scores, the
effect of multiplication by positive factor a > 0 can be compensated with the choice of a different
softmax parameter . This is the content of the following fact, and important to understand that a
model that leaves all scores and « as free parameters (to be inferred from or optimized based on some
data) is overspecified (unless it adds additional constraints, such as Bayesian priors).

Fact 8. Multiplicative factors can be recovered by different optimality parameters: ifa € R > O is a
constant, then SoftMax(s; @) = SoftMax(a S; ?/a).

Change of base. Although the softmax operation is frequently implemented in terms of the expo-
nential function with base e, this is not a necessity (technically speaking). We can recover any other
base by changing the @ parameter accordingly.

Corollary 9. Fact 8 implies that the softmax function need not be expressed in base e, but can
equivalently be expressed in terms of any basis b > 0 if we change the softmax parameter accordingly.

Power-law decomposition. For a given probability vector p, a common transformation function
(for scaling odds) is the power law transformation, defined as follows:

(02
1

ij(;

We can think of the softmax operation with parameter @ = a as a composition of softmax with @ = 1,
followed by a power law transformation with @ = a.

Pow(p; @) = q, with: ¢; =

Fact 10. Pow(SoftMax(s, 1); @) = SoftMax(s, @)

B Proofs

Proof of Fact 1. The non-negativity of p; follows directly from the reciprocity of the exponential func-
tion exp (x). For x > 0, the exponential function is defined as:

2
exp(x):1+x+?+...21>0

For x < 0, we have:

1
= >0
exp (x) oxp (=)
Since exp (x) > O for all x € R, % > 0 for all 5;,s;,a € R. That 3.7, p; = 1 is assured by
normalization in the definition of softmax. |
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Proof of Fact 2.

pi _ exp(a s;) D exp(asy) _ exp(a s;)
pj  2rexplasy) exp(a s;) exp(a s;)

= exp(a s; — @ ;) = exp(a (s; — 5/))

O
Proof of Fact 3.
exp(a s;) _ exp(a s;)
- exp(a s;) + exp(a s) B exp(a s;) +exp(a s; + s; — §;)
B exp(a s;) B 1
B exp(a s;) + exp(a s;) exp(a —d) 1+ exp(—ad)
O

Proof of Fact 4. In general, the Gumbel distribution has the following cumulative density and proba-
bility density functions:

_ 1 _ B
Fleu.p) = eXP(— eXP(—E,‘%)) fleup) = BeXp(—Eﬁ'u)eXp(— exp(—GB’u)) .

The variance of this distribution is a function of the scale parameter: ”—;ﬁz. This is important for
interpreting the optimality parameter a of the softmax function, because we will set @ = }3 to obtain:
F(e;u=0,8=1/a) =exp(—exp(—ae€)) f(e;u=0,8=1a)=aexp(—ae)exp(—exp(—ae)) .

The stochastic “wiggles” € can be thought of as random errors in the computation of the scores.
(We could say that the agent makes rational choices given a momentarily and subjectively distorted
representation of actual scores.) The probability that an agent who maximizes (noise-perturbed) utility
chooses action q; is therefore:

pi = PVj#i: si+e>sj+€) = PNVj+i: € <¢€+s;—35)) (1)

Given the assumed distribution of noise perturbations €, we can spell out the probability p; from
(1) as a function P(x;; @) of a. Let’s first assume, unrealistically, that we would know the value of ¢;.
From the right-hand side of (1), p; would then be determined by how likely it is to sample a set of €;-s
all of which are below a given threshold ¢ + s; — 5;. Since all €; are sampled independently, this is the
product of the cumulative densities for all €; being smaller than the threshold € + s; — s;:

P(xi )l = n F(e+si—sjju=0,=1/a) = l_l exp (— exp (—a(ei +5i— sj)))

J#I JEi
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But, of course, we do not know the value of €;. We only know its distribution, so that:

P(x;; ) = ff(e,-;,u =0,8=1a) l_[ exp (— exp (—a/(e,- + 5 — sj))) de;

J#I

fcx exp (—ag) exp (— exp (—ag)) l_l exp (— exp (—a(e,- + 8 — sj))) de;

J#

10 fexp (—ag) l_l exp (— exp (—a(e,- + 5 — sj))) de;

J

a fexp (—ae) exp [— Z exp (—a/(ei + 5; — sj))] de;

J

a fexp (—ae) exp [— exp (—ag;) Z exp (—a/(s,- - sj))] de;
J
with ¢ = Z exp (—(y(s/ — s'/-))}

J

a fexp (—a€) exp (—cexp (—ag)) de

exp(—c (—ag)) ""’

c
_ iy SPCcexp(-a€) . exp(-cexp(-ae)) _ 1
€;—00 C €—>—00 C C

1 1 _exp(a s;)

2 €xXp (—a(si - sj)) - exp (—as;) 3 j exp (asj) - 2.jexp(a s;) '

Proof of Fact 5. Let H(p) = — ¥ pjlog p; be the entropy of p. Consider further two auxiliary func-
tions, namely f(p) = p - s, and g(p) = >; p;- We want to find the critical points of the Lagrangian:

L(p,a,p)=Hp)+a(f(p)—c)+L(p) -1

As usual, the partial derivatives % and % reduce to the auxiliary constraints. Suffice it to compute

the partial derivatives % for an arbitrary 1 <i < n:
pi

0= aip, = —ijlongJf“ZPjstfﬁZPj
J J J

=-logpi—-1+as;+6
Since the critical point implies g—fi = 0, we can solve for p;:

pi=exp(asi+B—1) =exp(as) exp(B-1) 2

With this, we can expand the second auxiliary constraint:

1 =ij = ZGXP(asi) exp(B-1)
j j
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This is equivalent to:
1

exp(B-1) = 3 oxp (@s) (3)
Combining Equations (2) and (3), we get:
__exp(as)
' 2 jexp(as;)
m|
Proof of Fact 6.
_ expla(sita) _ exp(@)™  exp(@)exp(@)’ _  exp(asi)
© Zjexpla(sj+a)  Xjexp@ it exp(@) ¥jexp(@)’ X jexp(a s))
|

Proof of Fact 7. To begin with, notice that if all scores in s are equal, softmax probabilities will be
equal, no matter which a. Also, if @ = 0, all softmax probabilities will be equal, no matter the
scores. Therefore, fix s with at least two scores s; and s; unequal (s; > s;) and let p = SoftMax(s; @)
for arbitrary @ # 0. Now consider q = SoftMax(a s; @) for some a. If @ = 1, obviously p = q.
Otherwise, odds »i/p; are different from odds 4i/q;, because from Fact 2, ri/p; = exp(a(s; — s;)) and
4i/q; = exp(a(a s; — a sj)), the latter of which is the same as exp(a(s; — s;))* and further reduces to
(Pi/p;). Since by assumption s; > s;, we know that exp(a(s; — s;)) > 1, and so »i/p; # (Pi/p;)" (since
a#+l). O

Proof of Fact 8.
exp(§ a s;) exp(*;%)  exp(a s;)

P Een@as) T 3 exp(til) T 3 explas)

a

O
Proof of Corollary 9. Since by Fact 8 we have SoftMax(s; @) = p = SoftMax(a s; @/a), setting a =
log b for some b > 0, we obtain:
exp(gssi10gh)  exp(logh)mnt  pmn”
p- = = = . = =
l Zjexp(@sjlogb) Yjexp(logb)eer™ 3 prep
O

Proof of Fact 10. Let C = Y; exp sy be the normalizing constant for SoftMax(s, 1). Moreover, assume
that q = Pow(SoftMax(s, 1); @). Then:

() ceps) | explas)
Zj(exgsj)a ZjC‘“(exij)a 2. exp(as;)

i
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C R code for solving for o given expected scores

softmax = function(scores, alpha) {
# Calculate the softmax probabilities with a temperature parameter.

#

# Parameters:

# scores: Numeric vector of scores for each option.

# alpha: Temperature parameter controlling the level of exploration.

#

# Returns:

# Numeric vector of probabilities obtained using the softmax
function.

#

# Example:

# probabilities <- softmax(scores = c(®, 0.5, 1), alpha = 1.0)
return (exp(alpha*scores) / sum(exp(alpha®*scores)))

}
solve_alpha = function(scores, average_score, upper_bound = 100) {
# Solve for the optimal alpha parameter using the softmax function.
#
# Parameters:
# scores: Numeric vector of scores for each option.
# average_score: Target average score for the softmax policy.
# upper_bound: Upper bound for the alpha parameter (default is 100).
#
# Returns:
# A list with the root field representing the optimal alpha
parameter.
#
# Example:
# result <- solve_alpha(scores = c(0, 0.5, 1), average_score = 0.75)
# optimal_alpha <- result$root

uniroot(interval = c(0,upper_bound),
f = function(a) {
policy = softmax(scores, a)
return (policy %*% scores - average_score)
b
}

# example (and sanity check)

scores <- c(®, 0.5, 1)

alpha_star <- solve_alpha(scores, 0.75)$root
(alpha_star)

(sm_policy <- softmax(scores, alpha_star))
dot (sm_policy, scores)

Listing 1: Example R code for estimating the value of « for a given vector of scores and a target value
for the expected score.
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